A Highly Energy-Efficient Binary BERT Model on
Group Vector Systolic CIM Accelerator

Abstract—Transformer-based large language models (LLMs)
impose significant bandwidth and compute challenges when
deployed on edge devices. SRAM-based compute-in-memory
(CIM) accelerators offer a promising solution to reduce data
movement but are still limited by model size. This work develops
a ternary weight splitting (TWS) binarization to obtain Brain-
Floating-Point-16xINT1 (BF16x1-b) based transformers that ex-
hibit competitive accuracy while significantly reducing model size
compared to full precision counterparts. Then, a fully digital
SRAM-based CIM accelerator is designed incorporating a bit-
parallel SRAM macro within a highly efficient group vector
systolic architecture, which can store one column of BERT-Tiny
model with stationary systolic data reuse. The design in a 28nm
technology only requires 2KB SRAM with an area of 2mm?>. It
achieves a throughput of 6.55TOPS and consumes a total power
of 419.74mW, resulting in a state-of-the-art area efficiency of
3.3TOPS/mm* and normalized energy efficiency of 20.98TOPS/W
for BERT-Tiny model, demonstrating a 10.25x improvement in
area efficiency and a 2.23x improvement in energy efficiency
compared to other state-of-the-art counterparts. Additionally, our
proposed configuration compresses the model size by 32% with
only a 0.5% accuracy loss on SST-2.

Index Terms—Compute-in-Memory, Binary, BERT, Systolic
Array.

I. INTRODUCTION

Edge computing necessitates on-device network inference,
which underscores the need to optimize transformer models
for resource-constrained environments without compromising
accuracy. The demands impose additional constraints on both
algorithm optimization and hardware implementation in terms
of area, power, and storage. To address the challenges of
deploying transformer models on edge devices, various op-
timization methodologies have been explored. One common
approach involves reducing network size and minimizing hard-
ware usage. Popular techniques [1], [2] include quantization,
pruning and knowledge distillation.

Accelerating neural networks on edge devices often ne-
cessitates tailored hardware for specific dataflows. CIM ar-
chitectures have emerged as promising candidates for MAC
operations due to their potential for higher throughput and en-
ergy efficiency [3], [4]. While analog-domain CIM approaches
have been explored, they often suffer from device non-
linearity and parasitic effects, limiting their performance [4]-
[6]. Digital CIM architectures address these limitations [7]-[9]
but typically introduce additional overhead due to memory
cell connectivity and adder tree complexity [7]. Furthermore,
transformer models often exceed on-chip memory capacity,
necessitating frequent off-chip access.

This work significantly enhances energy efficiency and area
efficiency without sacrificing accuracy through a two-pronged
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Fig. 1. Proposed CIM accelerator with BF16x1-b CIM PE, group vector
systolic CIM PE groups and data frame standardization for efficient inference
of binarized BF16x1-b BERTs.

approach. First, it employs ternary weight splitting (TWS)
binarization on BERT models, achieving a 32x compression
rate compared to FP32 models while minimizing quantization
error. Second, we introduce a 2KB digital-domain CIM accel-
erator capable of performing batch-wise Brain-Floating-Point-
16xINT1 (BF16x1-b) for activationxweight matrix multi-
plications for better accuracy. The CIM accelerator features
BF16x 1-b processing elements (PEs) with 2-to-1 multiplexed
adder trees, group-vector systolic PE groups, standardized data
frames, as illustrated in Fig. 1. Our contributions can be
summarized as:

e We employ TWS to binarize BERT models into a
BF16x1-b data format, achieving higher accuracy com-
pared to INT4/INT8 x 1-b binarization at the same com-
pression rate.

o« We propose a BF16x1-b SRAM-based CIM macro to
support floating-point operations with high parallelism.
The proposed batch-wise mantissa shifter in CIM PEs
and exponent rounder in CIM PE groups reduce compu-
tational error by two orders of magnitude while incurring
only around 5% area and power overhead.

In this work, we further integrate a group vector systolic
array with the CIM architecture, striking a balance between
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Fig. 2. Overview of the two-step binarization flow of BF16 x 1-b BERT model.

throughput and register dynamic power. A data frame stan-
dardization strategy is employed to eliminate the overhead
associated with tensor reshaping and facilitate systolic data
flow. The proposed design is verified with post-layout results
in 28nm technology. The results demonstrate a 10.25x im-
provement in area efficiency and a 2.23x improvement in
energy efficiency compared to state-of-the-art counterparts.

II. BERT BINARIZATION

While transformer models like BERT achieve exceptional
performance [10], their high computational and memory re-
quirements pose challenges for edge devices. Binarization
reduces model size and computational complexity by rep-
resenting weights and activations with fewer bits. However,
directly binarizing transformer models often leads to signifi-
cant accuracy degradation due to the sensitivity of attention
mechanisms to quantization.

To address this, we propose a two-step binarization process
illustrated in Fig. 2 to decompose ternary weights into binary
components while preserving performance. To further mitigate
accuracy loss, we employ Knowledge Distillation with a full-
precision teacher model. The overall process is summarized in
Algorithm 1.

A. Ternary Quantization

We first ternarize the weights to reduce computational load
while retaining performance. For each layer [, we compute a
threshold A®) scaled by a factor ¢ as:

A = ¢ E[wO] )
We then quantize the weights to —1,0, +1 using:

+1, it wh > A0
W =20, it wh<A® )
—1, it w < -A0®

Algorithm 1 Pseudo-code of the two-step binarization process
for BERT models.

Input: Pre-trained transformer model weights WV, input activation
X, learning rate 7).

- Initialize scaling factors {a("} for each layer L.

: Step 1: Ternarization and Knowledge Distillation

: for each layer [ do

Compute threshold A® using Eq. (1).

Quantize weights to ternary values w® using Eq. (2) and
quantize activation X to BF16.

Compute layer output using W® and X.

: end for

: Compute loss £ with knowledge distillation using Eq. (6).

: Compute gradients Vi L.

: for each layer [ do

11:  Update weights: w® —wh _ NV L.

12: end for

13: Step 2: Binarization and Fine-tuning

14: for each layer [ do

15:  Convert ternary weights W to binary weights using TWS.
16: Generate Wi(bl) and Wi(bQ) using Eq. (4) and Eq. (5)

17: end for

18: Fine-tune the binary model with knowledge distillation.

19: Output: Binarized transformer model with weights {W "},

Do

_
ISR RN

This ternary model serves as the foundation for weight split-
ting and knowledge distillation.

B. Ternary Weight Splitting

The core idea of TWS is to approximate full-precision
weights using a combination of binary bases and scaling
factors. Given a pre-trained ternary weight matrix W* and
its quantized counterpart W, each ternary weight matrix W*
is decomposed into two binary matrices W1 and W (®2):

Wt — W(bl) + W(bQ), Wt _ W(bl) + W(b?) (3)

To satisfy this condition, we define the binary weight
components as:

a- Wt it WE#£0
Wi(bl) = b + Wita if Wzt = O’ Wlt > 0 (4)
b otherwise

)

(1—a) - Wt if W0
w? = {p, if =0, W/>0 (5
b+ WE, otherwise

Here, a and b are variables chosen to minimize reconstruction
error.

C. Knowledge Distillation and Fine-tuning

To mitigate accuracy degradation, we use knowledge dis-
tillation with a full-precision teacher model. The distillation
process involves:

o Intermediate-layer Distillation: Minimizing the mean
squared error between the student’s and teacher’s embed-
dings (E vs. E), multi-head attention outputs (M) vs.
M®), and feed-forward outputs (F®) vs. F()
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Fig. 3. Proposed BF16x1-b CIM PE with 2-to-1 multiplexed adders.

e Prediction-layer Distillation: Minimizing the soft cross-
entropy between the student’s logits ¢ and the teacher’s
logits y

The total loss function combines the intermediate and

prediction-layer distillation losses:

Etotal = Eintermediate + ‘Cprediction (6)

D. Activation Quantization

To further reduce computational complexity without sig-
nificant accuracy loss, we quantize activations using BF16,
which retains the 8-bit exponent of standard 32-bit floats
but reduces the mantissa to 7 bits, preserving dynamic range
while decreasing memory usage and computational overhead.
BF16 is supported by modern accelerators, allowing efficient
computation and storage, especially when combined with
knowledge distillation.

E. Binarization Algorithm Flow

The complete binarization process is summarized in Algo-
rithm 1, which consists of two main steps:

« Step 1: Perform ternarization of weights using threshold
A® and quantize activations to BF16. Train the model
with knowledge distillation from a full-precision teacher.

o Step 2: Convert ternary weights to binary weights using
TWS, generating binary components W1 and W (2),
Fine-tune the binary model with knowledge distillation
to recover any performance loss.

The result is a binarized transformer model W () optimized for
efficient inference on edge devices with limited computational
resources.

III. BF16x1-B CIM PE

As shown in Fig. 3, the proposed CIM PE contains 256
BF16x1-b CIM macros, organized in two rows for enhanced
throughput. To reduce summation and multiplexing cost, 128
2-to-1 MUXs and 13 128-b adder trees are included. A batch-
wise mantissa shifter with an extra 4-b shifting space is
integrated to enable batch-wise exponent pre-alignment and
improve computational accuracy.
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Fig. 4. (a) Proposed BF16x1-b CIM macro. (b) Proposed 4T-XOR module.

The key innovation in our PE design lies in the synergistic
combination of bit-parallel computation and efficient data
movement. The 256 BF16x1-b CIM macros are carefully orga-
nized to maximize throughput while minimizing routing com-
plexity. The 2-to-1 multiplexed adder tree structure represents
an optimal trade-off between computational capability and
hardware overhead, enabling efficient processing of both dense
and sparse operations common in transformer architectures.

A. BF16x1-b CIM Macro

The proposed CIM macro incorporates a standard 6T SRAM
for unsigned 1-bit weight storage and 12 4T-XORs for shifted
mantissa with signed, as shown in Fig. 4(a), forming a 58T
SRAM-based cell. By sharing 1-bit weights and duplication
of XOR units, bit-parallel computation paradigm reduces the
cycle count from 12 to 1 compared to bit-serial methods.
As shown in Fig. 4(b), the proposed 4T-XOR requires fewer
peripherals than traditional 4T-XORs that use two transmission
gates [7], [8]. Compared to [7], this macro achieves a 12x
throughput improvement with only a 8.38x area overhead. The
first eight 4T-XORs compose the original computing space,
while the final four 4T-XORs implement the mantissa shifting
space for BF16 activations, reducing the computing error by
2-order of magnitude.

B. Batch-wise Mantissa Shifter

Computation of floating point operations imposes additional
challenges to CIM architecture. First, floating point operation
on CIM necessitates exponent alignment and corresponding
mantissa shifting [11], requiring additional comparison tree
and shifters. Moreover, a coarse-grain layer-wise shifting of
mantissa [8] would truncate excessive bit information, as
shown in Fig. 5(a) left, thus impairing system accuracy.

To address these challenges, this work employs exponent
pre-alignment and batch-wise mantissa shifter to conduct
MAC operation for FP-based data format in CIM architecture.
As shown in Fig. 5(b), proposed CIM PE finds the largest
exponent F,,,,o among the first batch of 128 activations. It
then calculates exponent difference F,,q4,0 — E; and shifts
mantissa M; accordingly. The proposed CIM PE provides
fine-grain batch-wise shifting and saves more bits compared
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to conventional layer-wise shifting. The obtained FE,,,, of
different batches is stored in activation buffer along with the
shifted mantissa for subsequent batch-wise exponent alignment
in exponent rounder to generate final results.

IV. CIM ACCELERATOR ARCHITECTURE

As shown in Fig. 6, the proposed digital CIM accelerator
has a 2 KB (128x128) storage capacity, matching the attention
layer size of BERT-Tiny. It comprises two PE groups, each
containing 32 PEs. Additional peripherals, such as exponent
rounders, are included to enhance BF16 accuracy. A systolic
controller manages the group vector systolic data flow, opti-
mizing power consumption.

A. Group Vector Systolic CIM Array

Previous CIM works [3], [7] often employ broadcast com-
puting diagrams to handle convolution or matrix multipli-
cation, suffering from large fan-out and poor timing. To
boost throughput, CIM-based implementation [12] adopted
fine-grained, atomic systolic strategies to increase system
frequency. However, this approach necessitates substantial reg-
ister files for intermediate data storage, leading to significant
dynamic power and area overhead.

To mitigate this overhead, vector systolic arrays were pro-
posed in [13], elevating systolic operations from the macro
to the PE level, significantly reducing register files. Building
upon this, our work deploys a group vector systolic design
[14], elevating the data systolic level to the PE-group level
in the CIM architecture, as shown in Fig. 6, further reducing
register files.

Fig. 6(a) illustrates the implementation of the proposed
group vector systolic CIM array. The PE groups store 128x128
binary weights and process 128 12-b activations per cycle.
A 1-bit counter multiplexes outputs from two PE groups
in a systolic manner. To reduce latency and area overhead,
activations are broadcasted within PE groups while weights
remain static. An exponent rounder aligns batch-wise exponent
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Fig. 6. (a) Neural network mapping of proposed group vector systolic CIM
array. (b) Proposed weight and activation data frame standardization.

and truncates the accumulator results to BF16 format. The
proposed design requires only 2 cycles for weight updating,
significantly outperforming traditional atomic and vector sys-
tolic CIM arrays, which require n +m — 1 and n — 1 cycles,
respectively, for an m X n matrix multiplication.

B. Data Frame Standardization

Matrix operations in transformers have various tensor
shapes, e.g., Matrix-multiplication, LayerNorm, Multi-head
Self-Attention. General processing of these tensors requires
extra temporary buffer for reshaping. This work proposes a
standardized data frame for all kinds of tensors in transformer
and facilitates group vector systolic. The fundamental principle
combines adjacent output channels (75, = 128, T, = 128),
as shown in Fig. 6(b). Specifically, the standardized data
frame is a four-dimensional tensor, e.g., ((CH;, + Tin —
1)/T;,, H,W,T;,). For low dimensional tensor like Layer-
Norm in Bert-Tiny with shape (CH;,/T;n, Emb, T;,) =
(1,128,128), the Emb is divided into H and W. For high
dimensional tensor like multi-head self-attention (MHSA), the
tensor shape is reorganized as ((CH;,, +Tip—1)/Tin, Head x
H, W, Tiy).

The benefits of data frame standardization are evident: as
the outputs of all operations are equivalent to their inputs,
the subsequent tensor alignment procedures commonly seen
in other CIM implementations [8] can be omitted.

The proposed architecture demonstrates strong scalability
characteristics. The group vector systolic design can be readily
extended to accommodate larger model sizes by increasing
the number of PE groups, while the standardized data frame
structure ensures efficient handling of varied tensor operations
regardless of scale. This flexibility makes our approach par-
ticularly suitable for future transformer variants with different
attention mechanisms and model architectures.



T T,

(===
_—
=]
e
=]

PE Group 0 %

o)
()

Py
o
=
O
—
=

(a) Die photograph

0SC&Other,
1 /a

0OSC&Other, PE Groups,
1% 9.2%

Systolic Ctrl,
' 4.5%
Buffer,10.9%

Exp Rounder, Rounder

£

Exp Rounder, /.
5. 6°/

Buffer,19.1%
Systollc Ctrl,

(b) Area breakdown (c) Power breakdown

Fig. 7. (a) Die photograph of proposed CIM accelerator. (b) Area breakdown
of proposed CIM accelerator. (c) Power breakdown of proposed CIM accel-
erator.

C. Experiment Setup

The proposed CIM macro was designed and character-
ized using Cadence Virtuoso and Liberate MX. A latch-
like SRAM RTL behavioral model was employed as a soft-
ware baseline benchmark. The remaining accelerator com-
ponents were implemented in RTL Verilog HDL, leveraging
Memory Compiler-generated SRAM. Accuracy performance
was evaluated using Synopsys PrimeSim AMS, incorporating
SDF/DSPF RC file back-annotation. Area and power con-
sumption were assessed through place-and-route in Cadence
Innovus and timing analysis in Synopsys PrimeTime, respec-
tively, targeting a 28nm technology node. The clock frequency
was set to 400 MHz, resulting in a total post-layout area of 2
mm?, as illustrated in Fig. 7(a).

To avoid unfair comparison, the counterparts’ energy effi-
ciency is normalized to 28nm technology under 0.65V supply
voltage. The scaling methodology is deployed from [15]. CIM
implementation [8] with 8-b computing space and layer-wise
mantissa shifter is designed in accuracy comparison. Two
weight binarized BERT models, e.g., BERT-Base and BERT-
Tiny with four different datasets, e.g., SQuAD 1.1/2.0, STT-2
and Natural Questions (NQ) are used as the benchmarks for
evaluation.

D. System Performance Evaluation

We evaluate the performance focusing on three aspects:
BERT Binarization Evaluation, Binarized BERT Performance
on CIM Accelerator, and System Comparison with existing
designs.

The comprehensive evaluation demonstrates our design’s
advantages across multiple dimensions. In terms of model
compression, our TWS binarization achieves 32x reduction
in model size while maintaining competitive accuracy. This
is particularly significant for edge deployment, where both
memory footprint and computational efficiency are critical
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constraints. The batch-wise processing strategy, combined
with our group vector systolic architecture, enables efficient
handling of different transformer operations while minimizing
data movement overhead.

1) BERT Binarization Evaluation: From Table I, our model
outperforms prior designs across all datasets. On SQuAD
1.1, our BF16x1 binarized BERT achieves 87.5% accuracy,
surpassing VLSI’22 with 8-bit precision (87%). On SQuAD
2.0, our design achieves 88.3%, while JSSC’24’s 16-bit BERT
only reaches 45.73%. Our proposed configuration achieves a
32x compression ratio while maintaining 92.7% accuracy in
SST-2 as shown in Fig. 8, outperforming the AxW=FP4/8
configuration in [16].

V. EXPERIMENT RESULTS

1) Binarized BERT Performance on CIM Accelerator:
The area and power breakdown are depicted in Fig. 7(b)
and (c). The systolic PE groups and Accumulator constitute
43.24% and 29.4% of area, respectively. The Accumulator and
Buffer occupy 69.9% and 10.9% of power consumption. The
systolic control module takes only 2% in both area and power,
minimizing data transaction power overhead. The exponent
rounder reduces error rate by 2-order of magnitude compared
to conventional CIM implementation, as shown in Fig. 9, while
requiring only 5.6% area and 4.6% power overhead.



MEASUREMENT RESULT AND COMPARISON TABLE

TABLE I

VLSI’'22

ISSCC’23

ISSCC’22

JSSC’24

Design [17] [16] [18] [19] This work
Technology Snm 12nm 28nm 28nm 28nm
Implementation N.A. N.A. Digital CIM Digital CIM Digital CIM
Precision (Bits) AxW=4/8 AxW=FP4/8 AxW=8/16-b | AxW=8/16-b AxW=BF16x1-b
CIM Size (KB) N.A. N.A. 24 24 2
On-chip SRAM (KB) 141 647 192 192 36
Die Area (mm?2) 0.153 4.6 6.83 6.98 1.995
Supply Voltage (V) 0.46~1.05 0.62~1.0 0.6-1.0 0.6-1.0 0.65-1.0
Frequency (Mhz) 152~1760 77~717 80~240 80~275 60~400
Power (mW) N.A. 9~122 27.04~118.21 20.4~119.7 62.96~419.74
3.6(4-b) 0.734(FP-4) 1.48(8-b) 2.24(8-b)
Throughput(TOPS) 1.88b) | 0367(FP-8) | 037(16) | 0.56(16-b) 6.35
Area Efficiency 23.3(4-b) 0.16(FP-4) 0.22(8-b) 0.32(8-b) 33
(TOPS/mm2) 11.7(8-b) 0.08(FP-8) 0.05(16-b) 0.08(16-b) '
. BinaryBERT BinaryBERT
Model structure BERT-Base BERT-Base BERT-Base BERT-Tiny (BERr"}[I‘-Base) (BE]?II“-Tiny)
SQuAD SQuAD SQuAD SQuAD
Dataset 11 SST-2 NQ 20 SST-2 1.1/2.0 NQ 20
87(4-b) 90.7(FP-4) 54.4 48.94
Accuracy Score(%) 87.5(8-b) 92.2(FP-8) (16-b) (16-b) 92.7 87.9/76.9 56.4 45.73
Reported Energy Efficiency 95.6(4-b) 18.1(FP-4) 20.5(8-b)
(TOPS/W) 39.1(8-b) 8.04(FP-8) 5.1(16-b) 15.71(16-b) 17.84 | 19.31/18.01 | 16.7 20.98
Normalized Energy Efficiency’ 8.55 (4-b) 7.76 (FP-4)
(TOPS/W) 3.5 (8-b) 3.53 (FP-8) 15.28 8.61 17.84 | 19.31/18.01 | 16.7 20.98

1: Normalized to 28nm at 0.65V operational power (Reported EE><(Node/28nm)X(Voltage2/0.65V2))
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Fig. 10. FoM comparison between this work and digital CIM implementations
for BERT [16]-[19] (FoM=Normalized Energy efficiency x Area efficiency)

2) System Comparison: The significant improvements in
both area and energy efficiency stem from three key architec-
tural decisions: (1) the bit-parallel computation paradigm that
reduces cycle count and simplifies control logic, (2) the group
vector systolic architecture that optimizes data movement
and reduces register file requirements, and (3) the batch-
wise mantissa shifting strategy that enables efficient floating-
point operations with minimal overhead. These innovations
work together to achieve superior performance metrics while
maintaining high accuracy across different BERT variants and
datasets. Our design’s superior power efficiency is particu-
larly evident in the normalized metrics, where we achieve

20.98 TOPS/W despite operating at a higher frequency than
comparable designs. The power overhead from the batch-wise
mantissa shifter and exponent rounder (4.6%) is more than
compensated by the reduction in data movement and register
file requirements, resulting in a net improvement in energy
efficiency.

As shown in Fig. 10, our proposed accelerator surpasses
state-of-the-art designs [16]-[19] in Figure of Merit (FoM),
combining normalized energy efficiency and area efficiency.
This improvement stems from minimized transaction power
enabled by our group vector systolic CIM array and enhanced
throughput through BF16x1-b macros. Table I provides a
detailed comparison with state-of-the-art implementations.

VI. CONCLUSION

This work introduces a weight-binarized BERT model that
can be highly efficiently mapped on a group vector systolic
CIM accelerator. We employ knowledge distillation and TWS
to obtain BF16x1-b BERT models, achieving a 0.5% to 2%
accuracy improvement and a 4x to 8x compression ratio
compared to INT4/8 quantization. To enhance efficiency, we
propose high parallelism BF16x1-b CIM macro and group
vector systolic CIM PE groups. Additionally, a batch-wise
mantissa shifter and exponent rounder are introduced to boost
computational accuracy. Post-layout results demonstrate that
the proposed CIM architecture achieves an area efficiency of
3.3 TOPS/mm? and an energy efficiency of 20.98 TOPS/W for
BERT-Tiny. Compared to state-of-the-art designs, our design
achieves a 10.25x to 20.62x improvement in area efficiency
and a 1.1x to 2.23x improvement in energy efficiency.
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